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ABSTRACT
High Dynamic Range (HDR) video content is continuing to gain market relevance for both streaming and broadcasting services, providing video with improved contrast and colour depth. However, the predominance of 8-bit based codecs and the wide availability of Standard Dynamic Range (SDR) devices still poses challenges regarding effective deployment of HDR content.

MPEG-5 LCEVC is a new video coding standard that works in combination with a separate video standard (e.g., AVC, HEVC, VVC, AV1) to enhance the quality of a video. The enhanced quality is provided by adding details coded through an enhancement layer to a lower resolution version of the same video coded through a base layer. These enhancement layers can be used to add an HDR enhancement layer to any underlying codec, even to 8-bit based codecs, which helps to achieve a more efficient encoding and solves backward-compatibility issues.

In this paper, we describe how LCEVC enables the encoding of HDR video, explaining some of the main tools to provide higher efficiency for this content. Moreover, we provide a series of test results and comparisons of encoding HDR using LCEVC to enhance different video codecs.
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1 INTRODUCTION
High Dynamic Range (HDR) technology uses higher bit-depth to represent luminance and chrominance planes in video content, offering the customers a high quality image with levels of brightness (and darkness) and a range of colors closer to those perceived by the human visual system. However, the increase in bit-depth requires a very large storage space as well as higher transmission bandwidths than a corresponding Standard Dynamic Range (SDR) video. For this reason, the development of efficient HDR coding systems is extremely important to enable effective deployment of HDR technology. Moreover, the majority of existing digital display devices can still only support SDR (8-bit) video content, so it is also necessary to provide backward-compatibility.

We can find some approaches in the state-of-the-art for managing HDR content and facing the backward-compatibility issue, e.g., [4], [6], and [5]. [4] was focused on the problem of finding an optimal tone-curve mapping algorithm for a backward-compatible encoding scheme using an 8-bit SDR signal encoded with H.264/AVC. In [6] and [5] the authors proposed backward-compatible HDR video compression algorithms based on MPEG video coding standards. The first one made an adaptation of MPEG-4 to HDR data. In the second one, a tone-mapped SDR version of the input HDR frames was compressed using a MPEG-2 encoder to produce a backward-compatible SDR stream.

The characteristics of HDR data are different compared to those of SDR data. Thus, if an encoder primarily devised for SDR treats an error in an HDR sequence the same way as it does for an SDR sequence, such encoder could incur in errors which are very large in some areas of the sequence [8]. This may result in more compression artifacts for HDR sequences [9].

For this reason, several methods have been proposed to improve the quality of the HDR encoded sequences, all of them related to some kind of Quantization Parameter (QP) adjustment for luminance and chrominance, e.g., the proposals done by Zhang et al. in [10] and [11], or [3]. This QP adjustment has also been included in the recommended guidelines for the operation of the AVC or HEVC video coding system for compressing HDR video [8].

MPEG-5 LCEVC is a new video coding standard that enhances any other codec (e.g. AVC, VP9, HEVC, AV1, EVC, or VVC) to produce a higher compression efficiency than that achievable by the enhanced codec used alone, as demonstrated during the MPEG verification tests report [2]. It uses any conventional video codec as a base codec at a lower resolution and adds details to the low-resolution version of the video, through an enhancement layer. In
The video reconstructed from the encoded base bitstream is used as the input for the enhancement layers, following an optional up-scaling process if the downscaling process was applied twice. At the enhancement layer 1 (L-1), the residuals are created by subtracting the downscaled input sequence and the base video reconstruction. These residuals are transformed, quantized, and encoded. The transform used in LCEVC has a small Hadamard-type kernel of size 2x2 or 4x4. A uniform quantizer with variable deadzone is used on the transform coefficients. The entropy encoder, which consists of a run-length encoder (RLE) and an optional prefix encoder (Huffman encoder), receives the quantized transform coefficients and generates the encoded bitstream. The inverse tools of the quantization and transform are applied, creating the L-1 reconstruction. Additionally, an L-1 filter can be added which functions as a simple deblinking filter.

Finally, the L-1 reconstruction is up-scaled to full resolution and subtracted from the original input sequence. The resulting residual is presented to the enhancement layer 2 (L-2) and fed into a zero-motion vector temporal prediction module. If the temporal module decides to use the temporal prediction, the residual will be the difference between the input residual to L-2 and the predicted one. The residuals are transformed, quantized, and encoded using the same tools used for L-1.

2.1 MPEG-5 LCEVC features for HDR content

LCEVC already has some specific tools for managing HDR content and gives the possibility of adding new ones to better fit the HDR features.

2.1.1 Bitdepths up to 14-bit. Currently, LCEVC allows up to 14 bits in its main profile data representations, which covers the main HDR formats, i.e., HDR10, HLG, a big part of HDR10+ and Dolby Vision. So, LCEVC can cover the encoding necessities in the great majority of HDR architectures at this time. Moreover, the great flexibility of the LCEVC encoder allows us the combination of different bit-depths for base layer and enhancement layers. For example, in a full HDR mode a bitdepth of 10 or 12 bits can be used for both base and enhancement layers. In extended HDR mode, an 8-bit base layer with 10-bit enhancement layer or a 10-bit base layer with 12-bit enhancement layer can be used.

2.1.2 Dithering. One of the drawbacks when using a reduced bit-depth for the base encoder is the appearance of visible artifacts that can degrade the visual quality of the output picture. One of the most common artifacts is the banding that appears when a sequence contains a big area with a soft color transition, as can be seen in Figure 2a, this artifact also can be easily obtained when using a hard quantization. To solve this, LCEVC allows the use of a post-processing dithering module in the decoding process. The MPEG-5 LCEVC standard is able to indicate the strength of the dithering to be applied, but the type is not mandated. In the present work, we used the V-Nova SDK implementation of LCEVC [1], and in this implementation the dithering module adds random noise to the luminance and chrominance decoded planes. This helps to visibly reduce the banding artifact, as can be seen in Figure 2b.

However, although the perceived quality is improved using the post-processing dithering module, it is not possible to completely
Figure 1: Structure of an LCEVC encoder

remove the banding when the artifact is very strong. Thus, to reduce the impact of reducing the bit-depth for the base encoder further, we propose the use of a new dithering module on the encoder side, before the input to the base encoder (pre-processing dithering module). First, the input sequence is downsampled and, during the conversion from 10 to 8-bit, a new dithering technique is applied. This new dithering module consists of adding 1 to bit 0 of the 8-bit resulting word, when bit 1 of the 10-bit source word is 1, depending on the x and y position, so a checkerboard pattern is followed. The effect on the input sequence to the base encoder can be seen in Figure 2c. The strength of this new dithering module could also be controlled, e.g., adding a value greater than 1 to the resulting 8-bit word if the base QP is going to be high, keeping the dithering pattern in the base decoded sequence to reduce the appearance of the artifacts. It must be noted that this pre-processing dithering module is not part of the MPEG-5 LCEVC standard and it is proposed here as an improvement.

Combining the two dithering methods, the perceived quality can be enhanced greatly, removing the majority of the artifacts resulting from the normal encoding process and, more specifically, from the bit-depth reduction.

2.1.3 Separated quantization for the chroma. We have previously seen how the QP adjustment is a common way to improve the quality of the HDR encoded sequences, reducing the artifacts generated when the HDR content is managed by a video encoder devised to deal with SDR sequences. Moreover, the QP adjustment is also recommended in the guidelines for the operation of the AVC or HEVC video coding systems for compressing HDR video [8].

LCEVC allows for the use of different QP values for the luminance and chrominance planes and the different transformed coefficients. This flexibility when selecting the QP, can be used to make a proper adjustment of the QP values for the HDR content. In the current version of the LCEVC reference software, the QPs are adjusted for every type of coefficient after the transformation. Also, LCEVC signals a modifier for the QP of the chrominance planes. There are 8 bits available to specify a value used to scale the QP of L-2 for the chrominance.

2.1.4 User data as additional information. LCEVC gives the possibility of including additional information in the regular bitstream. To do so, at transform level (so, for every 2×2 or 4×4 data block, depending on the encoder configuration) we can use up to 6 bits of the first transform coefficient to signal extra information. These bits will be extracted in the decoder side and used to adjust the decoding process as the user had specified. This information can be used to make an adaptive adjustment of the QP values for luma or chrominance, depending on the brightness or color values, which allows extra flexibility to avoid quantization artifacts for HDR content without adding extra bits in the bitstream.

This signalling is part of the LCEVC standard, but the specific use is not normative. So, a LCEVC compliant decoder must, at least, be able to read and store this extra information. The specific use of it, will depend on the decoder implementation.

2.1.5 Benefits of using MPEG-5 LCEVC with HDR content. We have seen in the previous sections the possibilities that LCEVC has to manage HDR content. It is able to manage different scenarios, encoding HDR content up to 14 bits and allowing backward-compatibility frameworks using lower bit-depths for the base encoder. The encoding artifacts can be reduced using the new pre-processing and post-processing dithering modules and adjusting the QP values for the different transformed coefficients and between luminance and chrominance planes, so the encoder is adapted to the specific features and range of values of the HDR content.

Moreover, LCEVC is agnostic to PQ or HLG transfer functions as the input format when a backward-compatible stream is desired. The input sequence can be converted from the original format to
We then measured the Bjontegaard Delta (BD) bitrate and quality. We evaluated the performance of MPEG-5 LCEVC with HDR content using several encoding configurations and various types of sequences. The V-Nova LCEVC SDK implementation [1] was used for these experiments. The LCEVC encoder was configured without tone-mapping (conversion from 10-bit to 8-bit is done by simply removing the last two bits of the pixel representation) or scaling of the chrominance QP. As discussed above, pre-processing and post-processing dithering modules were used. In the experiments, only one downscaling and upscaling operation was used. A comprehensive set of HD and UHD sequences was used, covering different temporal and spatial complexities. Specifically, we tested 21 PQ sequences (6 HD and 15 UHD) and 18 HLG sequences (3 HD and 15 UHD), all in 420 progressive and 10-bit format (in Table 1 the complete list of sequences is presented). We are going to test two configurations, the first one using the same preset for all the tested encoders, and the second one to compare the encoders with a more similar computational complexity.

In Table 2 we report the results of a comparison between (i) a 10-bit LCEVC encode enhancing an 8-bit x264 base layer and (ii) a native 10-bit x265. We computed the Rate-Distortion (RD) curves using the following target bitrates: 500kb, 1Mb, 2Mb, 3Mb, and 5Mb for HD sequences, and 2Mb, 5Mb, 8Mb, 12Mb, and 16Mb for UHD. We then measured the Bjontegaard Delta (BD) bitrate and quality changes when using LCEVC in comparison to x265. We considered VMAF, PSNR, and MS-SSIM metrics, these two last calculated using HDR Tools. For the comparisons, we considered two sets of configurations. A first set includes native x265 with preset vsryslow and LCEVC enhancing x264 base encoder with preset vsryslow - note that with these configurations the encoding time for LCEVC is significantly lower than that of the native configuration. A second set includes native x265 medium and LCEVC enhancing x264 base encoder with preset vsryslow - with these configurations the encoding times for native and LCEVC are more comparable. Table 2 reports the average results. Comparing with native 10-bit x265 vsryslow, the BD-Rate (VMAF) increments around 10% for UHD sequences and between 8 and 24% for HD. However, when comparing with native 10-bit x265 medium, the results show an average reduction in BD-Rate (VMAF) between 6% and 10% for UHD sequences and up to 14% for HD sequences. In terms of MS-SSIM, we measure increments in the BD-Rate, except when comparing with native x265 medium for HD HLG sequences. When looking at PSNR, the BD-Rate results are less favourable to LCEVC - this is expected as PSNR has been shown to penalise LCEVC when comparing to native implementations, and with the use of dithering this penalisation is further accentuated.

In Table 3 we report the results of a comparison between (i) a 10-bit LCEVC encode enhancing a 10-bit x265 base layer and (ii) a native 10-bit x265. For the comparisons, we considered two sets of configurations. A first set includes native x265 with preset vsryslow and LCEVC enhancing x265 base encoder with preset vsryslow - note that with these configurations the encoding time for LCEVC is significantly lower than that of the native configuration. A second set includes native x265 medium and LCEVC enhancing x265 base encoder with preset vsryslow - with these configurations the encoding times for native and LCEVC are more comparable.

### Table 1: List of sequences used in the performance evaluation

<table>
<thead>
<tr>
<th>Transfer function</th>
<th>Resolution</th>
<th>Sequence name (fps, number of frames)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PQ</td>
<td>HD</td>
<td>BalloonsFest (24fps, 600), ShowGirlsLclip (25fps, 539), Starting (30fps, 500), HDR_meridian7 (60fps, 600), A1_Tango (60fps, 274), A1_Tango_hr (60fps, 600), A1_Tango_hr (60fps, 600), A2_DaylightRd (60fps, 300), HDR_meridian2 (60fps, 382), HDR_meridian (60fps, 392), HDR_meridian (60fps, 482), HDR_meridian (60fps, 378), HDR_meridian (60fps, 425), HDR_meridian6 (60fps, 327), HDR_meridian7 (60fps, 493), HDR_meridian (60fps, 600), HDR_nocturne (60fps, 600), SunsetBeach (60fps, 601)</td>
</tr>
<tr>
<td>PQ</td>
<td>UHD</td>
<td>DayStreet_bl (60fps, 600), PeopleStops (60fps, 600), SunsetBeach (60fps, 601)</td>
</tr>
<tr>
<td>HLG</td>
<td>HD</td>
<td>H3_AMS01 (60fps, 600), DayStreet_bl (60fps, 600), FlyingBirds2 (60fps, 500), LG_BeachFan (60fps, 154), LG_BeachContrast (60fps, 129), DayStreet (60fps, 600), FlyingBirds2 (60fps, 600), DayStreet_bl (60fps, 600), PeopleStops (60fps, 600), H3_AMS03 (60fps, 600), SunsetBeach (60fps, 601), SunBeach_LgoOr (60fps, 601), H3_AMS09 (60fps, 600), LG_BeachSun (60fps, 182), SunBeach_LgoBl (60fps, 601)</td>
</tr>
<tr>
<td>HLG</td>
<td>UHD</td>
<td>DayStreet_bl (60fps, 600), PeopleStops (60fps, 600), H3_AMS01 (60fps, 600), SunsetBeach (60fps, 601), SunBeach_LgoOr (60fps, 601), H3_AMS09 (60fps, 600), LG_BeachSun (60fps, 182), SunBeach_LgoBl (60fps, 601)</td>
</tr>
</tbody>
</table>

The computational complexities were evaluated with an Intel(R) Core(TM) i9-9900K CPU at 3.60GHz.
set includes native x265 medium and LCEVC enhancing x265 base encoder with preset slow - with these configurations the encoding times for native and LCEVC are more comparable. Table 3 reports the average results which have been computed using the same target bitrates and metrics reported for the previous experiment. These results show that LCEVC enhancing a 10-bit x265 base is able to obtain an average bitrate reduction in terms of VMAF up to 48% and 52% for UHD sequences and up to 22% and 30% for HD, for the first and second set of configurations, respectively. When looking at MS-SSIM, in the first set of configurations LCEVC enhancing a 10-bit x265 base is able to obtain an average bitrate reduction in terms of VMAF up to 35% and 12% for UHD and HD. When looking at MS-SSIM for UHD sequences and HD HLG sequences.

Finally, we also performed a comparison between a 10-bit LCEVC encode enhancing an 8-bit x265 base layer and a native 10-bit x265 one. We used the same two configurations, target bitrates, and metrics reported for the tests reported in Table 3. The results showed that LCEVC enhancing an 8-bit x265 base compared with 10-bit x265 obtained, in terms of VMAF, an average bitrate reduction up to 48% and 50% for UHD sequences and up to 24% and 36% for HD sequences, for the first and second set of configurations, respectively. In this experiment, we also observed BD-Rate reductions when looking at MS-SSIM for UHD sequences and HD HLG sequences.

3.2 Subjective analysis

In this section, we present a subjective analysis performed by visually inspecting two of the tested PQ sequences. We collected the reconstructed yuv files of the two sequences with the different coding options evaluated with the presets set to vsryslow for both encoders. Then, we configured an HDR monitor Asus ProArt PA27UCX to work with PQ transfer function and used the Vooya player to reproduce the yuv files.

In Figure 3 we show some screenshots extracted from the sequence HDR_meridiani_2160p60_10b (UHD, PQ) at 12Mb. This is a sequence that gave a good performance with LCEVC. The screenshots reproduce a zoomed area of reconstructed frame 112. As we can see, the reconstruction using LCEVC 10-bit + x264 8-bit is already giving a comparable visual quality when compared with native 10-bit x265. The use of a 10-bit x265 further improve the visual quality. Specifically, the details around the eye are always clearer using LCEVC and x265 base. It must be noted that looking at the whole frame and sequence, the subjective quality obtained with LCEVC was comparable or better to that of native x265 (consistent with the results of the VMAF metrics).

In Figure 4 we show some screenshots extracted from the sequence A1_Tango_2160p60_10b_PQ at 5Mb. For this sequence, all metrics showed an improvement using LCEVC, except for VMAF when enhancing an x264 base. The screenshots in Figure 4 reproduce a zoomed area of reconstructed frame 124. In this example, the most unpleasant artifacts that can be seen with the native x265 reconstruction (lines in the middle of the necklace), disappear when LCEVC is used. In general, LCEVC with x265 10-bit improves the

---

**Table 2:** Average BD-VMAF, BD-Rate(VMAF), BD-PSNR, BD-Rate(PSNR), BD-MS-SSIM, and BD-Rate(MS-SSIM) average results for LCEVC(10-bit) + x264(8-bit) in comparison to x265(10-bit) for LCEVC enhancing x265 base encoder with preset slow - with these configurations the encoding times for native and LCEVC are more comparable. Table 3 reports the average results which have been computed using the same target bitrates and metrics reported for the previous experiment. These results show that LCEVC enhancing a 10-bit x265 base is able to obtain an average bitrate reduction in terms of VMAF up to 48% and 52% for UHD sequences and up to 22% and 30% for HD, for the first and second set of configurations, respectively. When looking at MS-SSIM, in the first set of configurations LCEVC enhancing a 10-bit x265 base is able to obtain an average bitrate reduction in terms of VMAF up to 35% and 12% for UHD and HD. When looking at MS-SSIM for UHD sequences and HD HLG sequences.

**Table 3:** Average BD-VMAF, BD-Rate(VMAF), BD-PSNR, BD-Rate(PSNR), BD-MS-SSIM, and BD-Rate(MS-SSIM) average results for LCEVC(10-bit) + x265(10-bit) in comparison to x265(10-bit) for LCEVC enhancing x265 base encoder with preset slow - with these configurations the encoding times for native and LCEVC are more comparable. Table 3 reports the average results which have been computed using the same target bitrates and metrics reported for the previous experiment. These results show that LCEVC enhancing a 10-bit x265 base is able to obtain an average bitrate reduction in terms of VMAF up to 48% and 52% for UHD sequences and up to 22% and 30% for HD, for the first and second set of configurations, respectively. When looking at MS-SSIM, in the first set of configurations LCEVC enhancing a 10-bit x265 base is able to obtain an average bitrate reduction in terms of VMAF up to 35% and 12% for UHD and HD. When looking at MS-SSIM for UHD sequences and HD HLG sequences.

### Table 2: Average BD-VMAF, BD-Rate(VMAF), BD-PSNR, BD-Rate(PSNR), BD-MS-SSIM, and BD-Rate(MS-SSIM) average results for LCEVC(10-bit) + x264(8-bit) in comparison to x265(10-bit)

<table>
<thead>
<tr>
<th>Conf 1) Preset native x265 vsryslow</th>
<th>LCEVC x264 vsryslow</th>
<th>Conf 2) Preset native x265 medium</th>
<th>LCEVC x264 vsryslow</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PQ</strong></td>
<td><strong>HLG</strong></td>
<td><strong>PQ</strong></td>
<td><strong>HLG</strong></td>
</tr>
<tr>
<td>BD-VMAF</td>
<td>BD-Rate(VMAF)(%)</td>
<td>BD-VMAF</td>
<td>BD-Rate(VMAF)(%)</td>
</tr>
<tr>
<td>UHD</td>
<td>0.6</td>
<td>9.09</td>
<td>-1.46</td>
</tr>
<tr>
<td>HD</td>
<td>-2.39</td>
<td>24.66</td>
<td>-1.30</td>
</tr>
<tr>
<td><strong>BD-Rate(PSNR)(%)</strong></td>
<td><strong>BD-Rate(PSNR)(%)</strong></td>
<td><strong>BD-Rate(PSNR)(%)</strong></td>
<td><strong>BD-Rate(PSNR)(%)</strong></td>
</tr>
<tr>
<td>UHD</td>
<td>-0.35</td>
<td>13.26</td>
<td>-1.61</td>
</tr>
<tr>
<td>HD</td>
<td>-2.52</td>
<td>137.30</td>
<td>-2.11</td>
</tr>
</tbody>
</table>

### Table 3: Average BD-VMAF, BD-Rate(VMAF), BD-PSNR, BD-Rate(PSNR), BD-MS-SSIM, and BD-Rate(MS-SSIM) average results for LCEVC(10-bit) + x265(10-bit) in comparison to x265(10-bit)

<table>
<thead>
<tr>
<th>Conf 1) Preset native x265 vsryslow</th>
<th>LCEVC x265 vsryslow</th>
<th>Conf 2) Preset native x265 medium</th>
<th>LCEVC x265 vsryslow</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PQ</strong></td>
<td><strong>HLG</strong></td>
<td><strong>PQ</strong></td>
<td><strong>HLG</strong></td>
</tr>
<tr>
<td>BD-VMAF</td>
<td>BD-Rate(VMAF)(%)</td>
<td>BD-VMAF</td>
<td>BD-Rate(VMAF)(%)</td>
</tr>
<tr>
<td>UHD</td>
<td>2.87</td>
<td>-48.49</td>
<td>2.73</td>
</tr>
<tr>
<td>HD</td>
<td>-2.73</td>
<td>-22.31</td>
<td>3.46</td>
</tr>
<tr>
<td>BD-PSNR</td>
<td>BD-Rate(PSNR)(%)</td>
<td>BD-PSNR</td>
<td>BD-Rate(PSNR)(%)</td>
</tr>
<tr>
<td>UHD</td>
<td>-1.80</td>
<td>87.19</td>
<td>-1.68</td>
</tr>
<tr>
<td>HD</td>
<td>0.38</td>
<td>-33.98</td>
<td>-0.87</td>
</tr>
</tbody>
</table>

---
perceived quality, especially in the shadow in the right top corner of the image. In this example, looking at the whole frame and sequence, the sharpness in the details obtained with LCEVC improve the perceived quality.

It must be noted that we did not observe any perceivable difference in terms of brightness and color between the native HDR encoders (using 10-bit) and LCEVC enhancing an 8-bit base layer. This implies that LCEVC is able to produce an HDR quality reconstructed sequence starting from an SDR version used for the base encoder and adding the 10-bit LCEVC enhancement layer.

4 CONCLUSIONS

In this paper, we have discussed how MPEG-5 LCEVC can be used to manage HDR content. With MPEG-5 LCEVC, we can either encode directly at the HDR native bit-depth (e.g., 10-bit) or we can start from a lower-bit depth for the base layer (e.g., 8-bit) and achieve a higher bit-depth for the enhancement layer (e.g., 10-bit), thus extending the capabilities of existing 8-bit based systems. Moreover, we have described several tools available in LCEVC that can help the processing ofHDR content, analyzing all their potential benefits.

We have evaluated the performance of LCEVC enhancing either an 8-bit base format or a 10-bit base format and comparing it with 10-bit native x265. The tests show that LCEVC is capable of producing an HDR quality video starting from an 8-bit x264 base layer, thus providing HDR video also in those scenarios where only x264 can be supported in end-user devices (e.g., streaming applications). Further, when enhancing 10-bit base layers (e.g. x265), LCEVC produces significant improvement when compared with the equivalent native implementation of the base layer. A preliminary subjective evaluation was carried out to validate those results. Moreover, these promising results could be additionally improved with the use of the other described HDR features. Future work is planned to explore how additional tools (such as tone-mapping) can further improve the performance.
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